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AlexNet (2012)
• Popularized CNN in computer vision & pattern recognition

• ImageNet ILSVRC challenge 2012 winner

• Similar to LeNet
• Deeper & bigger
• Many CONV layers on top of each other (rather than adding 

immediately a pooling layer after a CONV layer)
• Uses GPU

• 650K neurons. 60M parameters. Trained on 2 GPUs for a 
week.
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ResNet (2015)

• Residual (shortcut) connections
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Effect of residual connections

2018
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ResNet: Ensemble of 
Shallow Networks
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ResNext
2017
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Different types of sequence learning / 
recognition problems
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Recurrent Neural Networks (RNNs)

• RNNs are very powerful because:
• Distributed hidden state that allows them 

to store a lot of information about the 
past efficiently.

• Non-linear dynamics that allows them to 
update their hidden state in complicated 
ways.

• With enough neurons and time, RNNs 
can compute anything that can be 
computed by your computer. 

• More formally, RNNs are Turing 
complete.
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Unfolding

time →
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Feedforward through Vanilla RNN
The Vanilla RNN Model

First time-step (𝑡 = 1):

𝐡1 = 𝑡𝑎𝑛ℎ 𝑊
𝑥ℎ ⋅ 𝐱1 +𝑊

ℎℎ ⋅ 𝐡0

ො𝐲1 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 𝑊
ℎ𝑦 ⋅ 𝐡1

ℒ1 = 𝐶𝐸(ො𝐲1, 𝐲1)

In general:

𝐡t = 𝑡𝑎𝑛ℎ 𝑊
𝑥ℎ ⋅ 𝐱𝑡 +𝑊

ℎℎ ⋅ 𝐡𝑡−1

ො𝐲𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 𝑊
ℎ𝑦 ⋅ 𝐡𝑡

ℒ𝑡 = 𝐶𝐸(ො𝐲𝑡, 𝐲t)

In total:

ℒ =෍

𝑡

ℒ𝑡
CENG501
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Key Problem

• Learning long-term dependencies is hard

Image Credit: Christopher Olah (http://colah.github.io/posts/2015-08-Understanding-LSTMs/)
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LSTM in detail

• We first compute an activation vector, 𝑎:
𝑎 = 𝑊𝑥𝑥𝑡 +𝑊ℎℎ𝑡−1 + 𝑏

• Split this into four vectors of the same size:
𝑎𝑖, 𝑎𝑓, 𝑎𝑜, 𝑎𝑔 ← 𝑎

• We then compute the values of the gates:

      𝑖 = 𝜎 𝑎𝑖      𝑓 = 𝜎(𝑎𝑓)    𝑜 = 𝜎 𝑎𝑜      𝑔 = tanh(𝑎𝑔)

     where 𝜎 is the sigmoid.

• The next cell state 𝑐𝑡 and the hidden state ℎ𝑡:

 𝑐𝑡 = 𝑓⊙ 𝑐𝑡−1 + 𝑖 ⊙𝑔
ℎ𝑡 = 𝑜⊙ tanh(𝑐𝑡)

where ⊙ is the element-wise product of vectors

𝑐𝑡−1

ℎ𝑡−1

𝑐𝑡

ℎ𝑡

Eqs: Karpathy

Image: C. Olah 

Alternative formulation:

CENG501



Character-level Text Modeling

• Problem definition: Find 𝑐𝑛+1 given 𝑐1, 𝑐2,  , 𝑐𝑛.

• Modelling: 
𝑝 𝑐𝑛+1 𝑐𝑛, … , 𝑐1)

• In general, we just take the last 𝑁 characters: 
𝑝 𝑐𝑛+1 𝑐𝑛, … , 𝑐𝑛−(𝑁−1))

• Learn 𝑝 𝑐𝑛+1 = ′𝑎′ ′𝐴𝑛𝑘𝑎𝑟′) from data such that 
𝑝 𝑐𝑛+1 = ′𝑎′ ′𝐴𝑛𝑘𝑎𝑟′) > 𝑝 𝑐𝑛+1 = ′𝑜′  ′𝐴𝑛𝑘𝑎𝑟′)
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A simple scenario

• Alphabet: h, e, l, o
• Text to train to predict: 
“hello”

http://karpathy.github.io/2015/05/21/rnn-effectiveness/
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Word-level Text Modeling

• Problem definition: Find 𝜔𝑛+1 given 𝜔1, 𝜔2,  , 𝜔𝑛.

• Modelling: 
𝑝 𝜔𝑛+1 𝜔𝑛, … , 𝜔1)

• In general, we just take the last 𝑁 words: 
𝑝 𝜔𝑛+1 𝜔𝑛, … , 𝜔𝑛−(𝑁−1))

• Learn 𝑝 𝜔𝑛+1 = ′𝑇𝑢𝑟𝑘𝑒 ′ ′𝐴𝑛𝑘𝑎𝑟𝑎 𝑖𝑠 𝑡ℎ𝑒 𝑐𝑎𝑝𝑖𝑡𝑎𝑙 𝑜𝑓 ′) from data such 
that: 

𝑝 𝜔𝑛+1 = ′𝑇𝑢𝑟𝑘𝑒 ′ ′𝐴𝑛𝑘𝑎𝑟𝑎 𝑖𝑠 𝑡ℎ𝑒 𝑐𝑎𝑝𝑖𝑡𝑎𝑙 𝑜𝑓 ′)  >  𝑝 𝜔𝑛+1 = ′𝑈𝐾′ ′𝐴𝑛𝑘𝑎𝑟𝑎 𝑖𝑠 𝑡ℎ𝑒 𝑐𝑎𝑝𝑖𝑡𝑎𝑙 𝑜𝑓 ′)
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Two different ways to train

1.Using context to predict a target 
word (~ continuous bag-of-words)

2.Using word to predict a target 
context (skip-gram)

• If the vector for a word cannot 
predict the context, the mapping 
to the vector space is adjusted

• Since similar words should predict 
the same or similar contexts, their 
vector representations should end 
up being similar

http://deeplearning4j.org/word2vec

CENG501

𝐰1

𝐰1

𝐰1

𝐰2 ∈ ℝ
𝑑×𝑣

𝐰2

𝐰2

𝐰2

𝐰1 ∈ ℝ
𝑣×𝑑

𝑣: vocabulary size
𝑑: hidden dimension

𝐰2 ∈ ℝ
𝑑×𝑣

𝐰1 ∈ ℝ
𝑣×𝑑



Overview

Pre-trained 
word 

embedding 
is also used

Pre-trained CNN 
(e.g., on imagenet)

Image: KarpathyCENG501



Neural Machine 
Translation

Cho: From Sequence Modeling to Translation
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Today

• Echo State Networks

• Attention 

• Self-attention

• Transformer

• Linear attention

• State-Space Models 

• Mamba
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Administrative Notes
• Paper Selection Finalized

• Time plan for the projects
1. Milestone (November 24, midnight):

• Github repo will be ready
• Read & understand the paper
• Download the datasets
• Prepare the Readme file excluding the results & conclusion

2. Milestone (December 8, midnight)
• The results of the first experiment

3. Milestone (January 5, midnight)
• Final report (Readme file) 
• Repo with all code & trained models

• Sample Repo:
• https://github.com/CENG502-Projects/CENG502-Spring2023/tree/main/Topcuoglu
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Echo State Networks
Reservoir Computing
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Motivation

• “Schiller and Steil (2005) also showed that in traditional training methods for 
RNNs, where all weights (not only the output weights) are adapted, the 
dominant changes are in the output weights. In cognitive neuroscience, a 
related mechanism has been investigated by Peter F. Dominey in the context of 
modelling sequence processing in mammalian brains, especially speech 
recognition in humans (e.g., Dominey 1995, Dominey, Hoen and Inui 2006). 
Dominey was the first to explicitly state the principle of reading out target 
information from a randomly connected RNN. The basic idea also informed a 
model of temporal input discrimination in biological neural networks 
(Buonomano and Merzenich 1995).”

http://www.scholarpedia.org/article/Echo_state_networkCENG501

http://www.scholarpedia.org/article/Neuroscience
http://www.scholarpedia.org/article/Brain


Echo State Networks (ESN)

• Reservoir of a set of neurons
• Randomly initialized and fixed

• Run input sequence through the 
network and keep the activations of 
the reservoir neurons

• Calculate the “readout” weights 
using linear regression.

• Has the benefits of recurrent 
connections/networks

• No problem of vanishing gradient
Li et al., 2015.
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The reservoir

• Provides non-linear expansion
• This provides a “kernel” trick.

• Acts as a memory

• Parameters: 
• 𝑊𝑖𝑛, 𝑊 and 𝛼 (leaking rate).

• Global parameters:
• Number of neurons: The more the better.
• Sparsity: Connect a neuron to a fixed but small number of neurons.
• Distribution of the non-zero elements: Uniform or Gaussian distribution. 𝑊𝑖𝑛 is 

denser than 𝑊.
• Spectral radius of W: Maximum absolute eigenvalue of 𝑊, or the width of the 

distribution of its non-zero elements. 
• Should be less than 1. Otherwise, chaotic, periodic or multiple fixed-point behavior may be 

observed. 
• For problems with large memory requirements, it should be bigger than 1.

• Scale of the input weights.
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Training ESN

Overfitting (regularization):

CENG501



Beyond echo state networks

• Good aspects of ESNs               
Echo state networks can be trained 
very fast because they just fit a 
linear model.

• They demonstrate that it’s very 
important to initialize weights 
sensibly.

• They can do impressive modeling of 
one-dimensional time-series.
– but they cannot compete 

seriously for high-dimensional 
data.

• Bad aspects of ESNs             
They need many more hidden 
units for a given task than an 
RNN that learns the 
hidden→hidden weights.

Slide: Hinton
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Similar models

• Liquid State Machines (Maas et al., 2002)
• A spiking version of Echo-state networks

• Extreme Learning Machines
• Feed-forward network with a hidden layer.

• Input-to-hidden weights are randomly initialized and never updated

CENG501



Attention
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Attention

BLEU: Bilingual Evaluation Understudy

https://cloud.google.com/translate/automl/docs/evaluate#bleu
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Attention
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Attention

https://devblogs.nvidia.com/introduction-neural-machine-translation-gpus-part-3/

Attention mechanism: A two-layer neural network.
   Input: 𝑧𝑖 and ℎ𝑗
   Output: 𝑒𝑗, a scalar for the importance of word 𝑗.

   The scores of words are normalized: 𝑎𝑗 = softmax(ej)
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Attention

2017
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Attention Types

• Let’s rewrite Bahdanau et al.’s attention model:

https://lilianweng.github.io/lil-log/2018/06/24/attention-attention.html
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Attention Types

https://lilianweng.github.io/lil-log/2018/06/24/attention-attention.html
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Vanilla Self-attention

𝑒𝑖′ = ෍

𝑗

exp 𝑒𝑗
𝑇𝑒𝑖

σ𝑚 exp 𝑒𝑚
𝑇 𝑒𝑖

𝑒𝑗

43Sinan Kalkan



Attention: Transformer

• Vanilla self attention:

𝑒𝑖′ = ෍

𝑗

exp 𝑒𝑗
𝑇𝑒𝑖

σ𝑚 exp 𝑒𝑚
𝑇 𝑒𝑖

𝑒𝑗

44

• Scaled-dot product attention:

𝑒𝑖′ = ෍

𝑗

exp 𝑘 𝑒𝑗
𝑇 𝑞(𝑒𝑖)

σ𝑚 exp 𝑘 𝑒𝑚
𝑇 𝑞(𝑒𝑖)

𝑣(𝑒𝑗)

Sinan Kalkan
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https://jalammar.github.io/illustrated-transformer/
Sinan Kalkan
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https://jalammar.github.io/illustrated-transformer/
Sinan Kalkan
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https://jalammar.github.io/illustrated-transformer/
Sinan Kalkan
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https://jalammar.github.io/illustrated-transformer/
Sinan Kalkan
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https://jalammar.github.io/illustrated-transformer/
Sinan Kalkan
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Positional Encoding

Sinan Kalkan 51

Fig from: https://www.youtube.com/watch?v=dichIcUZfOw



Positional Encoding

Sinan Kalkan 52

Fig from: https://www.youtube.com/watch?v=dichIcUZfOw



Positional Encoding

Sinan Kalkan 53

Fig from: https://www.youtube.com/watch?v=dichIcUZfOw



Skip Connections & Normalization

CENG501
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Skip Connections & Normalization

CENG501
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Decoder
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Tutorial on transformers

• https://e2eml.school/transformers.html

• https://jalammar.github.io/illustrated-transformer/

57Sinan Kalkan

https://e2eml.school/transformers.html
https://jalammar.github.io/illustrated-transformer/


A Significant Issue with Self-Attention: 
Complexity

𝑒𝑖
′ =෍

𝑗

exp 𝑘 𝑒𝑗
𝑇 𝑞(𝑒𝑖)

σ𝑚 exp 𝑘 𝑒𝑚
𝑇 𝑞(𝑒𝑖)

𝑣(𝑒𝑗)

• If there are 𝑛 tokens/embeddings, 
• Updating a single tokens require 𝑂(𝑛) operations.

• Overall: 𝑂 𝑛2

• What is the complexity of an RNN layer with 𝑛 time steps?

CENG501



Linear Attention

CENG501

ICML 2020

Self-attention:

Rewrite Eq 2 for one row of the matrix:

Constraint for sim(): It should be non-negative. 
Then, we can choose any other kernel/function:



Linear Attention

CENG501

ICML 2020



Rejected at ICLR2024



Structured State Space Sequence 
(S4) Model 



State Space Models (SSMs)

• Notation:
• x(t): input (e.g., observation)

• h(t): latent state representation

• y(t): predicted output

• State update equation:
• h’(t) = A h(t) + B x(t)

• Output equation:
• y(t) = C h(t) + D x(t)

• A, B, C, D: learnable params

https://newsletter.maartengrootendorst.com/p/a-visual-guide-to-mamba-and-state



State Space Models (SSMs)

https://newsletter.maartengrootendorst.com/p/a-visual-guide-to-mamba-and-state



State Space Models (SSMs)

https://newsletter.maartengrootendorst.com/p/a-visual-guide-to-mamba-and-state



State Space Models (SSMs)

https://newsletter.maartengrootendorst.com/p/a-visual-guide-to-mamba-and-state

• Convert discrete signal to a continuous signal
• Obtain a continuous output
• Convert the continuous output to a discrete signal

Zero-order 
Hold

∆: Hold interval -- Learnable



https://huggingface.co/blog/lbourdois/get-on-the-ssm-train



State Space Models (SSMs)

https://newsletter.maartengrootendorst.com/p/a-visual-guide-to-mamba-and-state



State Space Models (SSMs)

https://newsletter.maartengrootendorst.com/p/a-visual-guide-to-mamba-and-state



State Space Models (SSMs)
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State Space Models (SSMs)

https://newsletter.maartengrootendorst.com/p/a-visual-guide-to-mamba-and-state

“So how can we create matrix A in a way that retains a large 
memory (context size)?”

High-order Polynomial Projection Operators (HIPPO)

Gu, Albert, et al. "Hippo: Recurrent memory with optimal polynomial 
projections." Advances in neural information processing systems 33 
(2020): 1474-1487.



State Space Models (SSMs)
https://srush.github.io/annotated-s4/

“Prior work found that the basic SSM actually 
performs very poorly in practice. Intuitively, one 
explanation is that they suffer from gradients scaling 
exponentially in the sequence length (i.e., the 
vanishing/exploding gradients problem)."

“Previous work found that simply modifying an 
SSM from a random matrix A to HiPPO improved 
its performance on the sequential MNIST 
classification benchmark from 60% to  98%.”

“For our purposes we mainly need to know that: 1) we only 
need to calculate it once, and 2) it has a nice, simple structure 
(which we will exploit in part 2). Without going into the ODE 
math, the main takeaway is that this matrix aims to compress 
the past history into a state that has enough information to 
approximately reconstruct the history.”

“Diving a bit deeper, the intuitive explanation of this matrix is 
that it produces a hidden state that memorizes its history. It 
does this by keeping track of the coefficients of a Legendre 
polynomial. These coefficients let it approximate all of the 
previous history.”

Voelker, Aaron R.; Kajić, Ivana; Eliasmith, Chris (2019). Legendre Memory Units: 
Continuous-Time Representation in Recurrent Neural Networks (PDF). Advances in Neural 
Information Processing Systems.



State Space Models (SSMs)

https://newsletter.maartengrootendorst.com/p/a-visual-guide-to-mamba-and-state

For more on this: https://srush.github.io/annotated-s4/



Reading material

• Introduction to SSM
• https://huggingface.co/blog/lbourdois/get-on-the-ssm-train

• A History of SSM Models:
• https://huggingface.co/blog/lbourdois/ssm-2022 

• A Visual Guide to Mamba and SSMs:
• https://newsletter.maartengrootendorst.com/p/a-visual-guide-to-mamba-

and-state 

https://huggingface.co/blog/lbourdois/get-on-the-ssm-train
https://huggingface.co/blog/lbourdois/ssm-2022
https://newsletter.maartengrootendorst.com/p/a-visual-guide-to-mamba-and-state
https://newsletter.maartengrootendorst.com/p/a-visual-guide-to-mamba-and-state


MAMBA



Rejected at ICLR2024



Motivation: Gap in the literature



Motivation: Gap in the literature



Contributions

• “Selective Scan” Structured State Space Sequence (S6) Models 



Tasks that are challenging for S4

https://newsletter.maartengrootendorst.com/p/a-visual-guide-to-mamba-and-state

“However, a (recurrent/convolutional) SSM performs poorly in 
this task since it is Linear Time Invariant. As we saw before, the 
matrices A, B, and C are the same for every token the SSM 
generates.”

“In the above example, we are essentially performing one-shot 
prompting where we attempt to “teach” the model to provide an “A:” 
response after every “Q:”. However, since SSMs are time-invariant it 
cannot select which previous tokens to recall from its history.”



Mamba

https://newsletter.maartengrootendorst.com/p/a-visual-guide-to-mamba-and-state



Mamba

https://newsletter.maartengrootendorst.com/p/a-visual-guide-to-mamba-and-state

In Mamba, the matrices are 
different for each time step:



Mamba



Mamba



Mamba

https://newsletter.maartengrootendorst.com/p/a-visual-guide-to-mamba-and-state

Sequential scan – 
Not suitable for parallelization

“Together, dynamic matrices B and C, and the parallel scan 
algorithm create the selective scan algorithm to represent the 
dynamic and fast nature of using the recurrent representation.”

Parallel scan





Mamba block
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