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Pre-training in NLP

• Autoregressive language modeling

• Masked language modeling

• Next sentence prediction

CENG501Slide: Jacob Devlin
https://nlp.stanford.edu/seminar/details/jdevlin.pdf



GPT-1

• 12 layer decoder-only 
transformer

• Unsupervised 
pretraining
• BookCorpus dataset

• Supervised finetuning
• Textual alignment
• QA & commonsense 

reasoning
• Semantic similarity
• Classification
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GPT-1

CENG501Slide: Weizhi Wang
https://victorwz.github.io/additional_files/slides_gpt_cs291A.pdf



GPT-1 Results
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BERT
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2018



BERT
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CENG501Slide: Weizhi Wang
https://victorwz.github.io/additional_files/slides_gpt_cs291A.pdf



GPT-2

9Sinan Kalkan



GPT-2

• Approach: Train a transformer 
with large amounts of web data

• Objective: Next symbol 
prediction

10Sinan Kalkan



GPT-2

CENG501Slide: Weizhi Wang
https://victorwz.github.io/additional_files/slides_gpt_cs291A.pdf



GPT-3

• 175B parameters!
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GPT-3

CENG501Slide: Weizhi Wang
https://victorwz.github.io/additional_files/slides_gpt_cs291A.pdf



CENG501Slide: Weizhi Wang
https://victorwz.github.io/additional_files/slides_gpt_cs291A.pdf



CENG501Slide: Weizhi Wang
https://victorwz.github.io/additional_files/slides_gpt_cs291A.pdf



CENG501Slide: Weizhi Wang
https://victorwz.github.io/additional_files/slides_gpt_cs291A.pdf
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Other LLMs
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Other LLMs

CENG501
https://medium.com/@raniahossam/chinchilla-scaling-laws-for-large-language-models-llms-40c434e4e1c1
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Limits of LLMs
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2023



Limits of LLMs

CENG501



Risks of LLMs

• Risk area 1: Discrimination, Hate 
speech and Exclusion
• Social stereotypes and unfair 

discrimination

• Hate speech and offensive language

• Exclusionary norms

• Lower performance for some 
languages and social groups

CENG501

2022



• Environmental & financial costs

• Require vast data
• Not necessarily diverse

• Includes bias

• Accountability/liability

• Stochastic Parrots

FaccT2021
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Today

• Using Pretrained LLMs 
• In-context Learning

• Retrieval Augmented Generation 

• Finetuning

CENG501



Administrative Notes
• No quiz this week

• Time plan for the projects
1. Milestone (November 24, midnight):

• Github repo will be ready

• Read & understand the paper

• Download the datasets

• Prepare the Readme file excluding the results & conclusion

2. Milestone (December 8, midnight)

• The results of the first experiment

3. Milestone (January 5, midnight)
• Final report (Readme file) 

• Repo with all code & trained models

CENG501



In-Context Learning
(Prompt Engineering)

CENG501



In-context Learning 
(Prompt Engineering)

CENG501Slide: Weizhi Wang
https://victorwz.github.io/additional_files/slides_gpt_cs291A.pdf



In-context Learning

• Simplifies providing examples 
(from human experts)
• As opposed to updating the 

weights of the network via 
finetuning

• “Example-based Specification”, 
Programming by example.

• Provides on par performance 
with supervised models

• More params, better in-context 
learning

CENG501

https://ai.stanford.edu/blog/understanding-incontext/



In-context Learning: How/Why Does it Work?

CENG501

Xie et al., “An Explanation of In-context Learning as Implicit Bayesian Inference”, ICLR 2022.



In-context Learning: How/Why Does it Work?

CENG501

Xie et al., “An Explanation of In-context Learning as Implicit Bayesian Inference”, ICLR 2022.

A Bayesian interpretation:

• During pretraining, the network learns a latent concept space.
• With the prompt, we provide sufficient examples to estimate the most relevant 

concept – p(concept | prompt).



CENG501
Xie et al., “An Explanation of In-context Learning as Implicit Bayesian Inference”, ICLR 2022.

“We can think of the training examples as providing a signal for Bayesian inference. In particular, the transitions
within training examples (green in the figure above) allow the LM to infer the latent concept they all share. In a
prompt, the green transitions come from the input distribution (the transitions inside the news sentence), the
output distribution (the topic word), the format (syntax of news sentence), and the input-output mapping
(relation between the news and the topic) all provide signal for Bayesian inference.”

In-context Learning: How/Why Does it Work?

Not an easy task since examples might be unrelated to each other!



In-context learning: 
Task vectors

CENG501

Hendel et al., "In-Context Learning Creates Task 
Vectors”, 2023.



In-context Learning: 
Important Factors

CENG501

Min et al., “Rethinking the Role of Demonstrations:
What Makes In-Context Learning Work?”, 2022.
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In-context Learning: 
Important Factors

CENG501

Min et al., “Rethinking the Role of Demonstrations:
What Makes In-Context Learning Work?”, 2022.

They conclude that
(1) “the label space and the distribution of the 

input text specified by the demonstrations are 
both key to in-context learning (regardless of 
whether the labels are correct for individual 
inputs)”

(2) “specifying the overall format is also crucial, 
e.g., when the label space is unknown, using 
random English words as labels is significantly 
better than using no labels”

(3) “meta-training with an in-context learning 
objective (Min et al., 2021b) magnifies these 
effects—the models almost exclusively exploit 
simpler aspects of the demonstrations like the 
format rather than the input-label mapping.”



In-context Learning: Important Factors
In-context Learning (ICL) can be unstable:

• Min et al. (https://arxiv.org/abs/2202.12837):
• “LLMs rely strongly on superficial cues. ICL acts more as a pattern recognition procedure, than as an 

actual "learning" procedure: the input-output mappings that are provided allow a model to retrieve 
similar examples it has been exposed to during training, but the moment you start flipping labels or 
the template model performance breaks.”

• Weber et al. (https://arxiv.org/abs/2310.13486): 
• “Previous research has also shown that ICL is highly unstable. For example, the order of in-context 

examples (Lu et al., 2022), the recency of certain labels in the context (Zhao et al., 2021) or the 
format of the prompt (Mishra et al., 2022) as well as the distribution of training examples and the 
label space (Min et al., 2022) strongly influence model performance. Curiously, whether the labels 
provided in the examples are correct is less important (Min et al., 2022). However, these findings are 
not uncontested: Yoo et al. (2022) paint a more differentiated picture, demonstrating that in-context 
input-label mapping does matter, but that it depends on other factors such as model size or 
instruction verbosity. Along a similar vein, Wei et al. (2023) show that in-context learners can acquire 
new semantically non-sensical mappings from in-context examples if presented in a specific setup.”

CENG501



In-context Learning: Limitations

• Model Parameters and Scale: Scale helps!

• Training Data Dependency: Dataset size matters!

• Domain Specificity:
• ”While LLMs can generalize across various tasks, there might be limitations when 

dealing with highly specialized domains. Domain-specific data might be required to 
achieve optimal results.”

• Model Fine-Tuning:
• ”Even with ICL, there might be scenarios where model fine-tuning becomes 

necessary to cater to specific tasks or correct undesirable emergent abilities.”

• Ethics and Fairness

• Privacy and Security

CENG501

https://www.lakera.ai/blog/what-is-in-context-learning



Chain of Thought

CENG501

Wei et al., “Chain-of-Thought Prompting Elicits 
Reasoning in Large Language Models”, NeurIPS 2022.



Zero-shot Chain of Thought

CENG501

Kojima et al., “Large Language Models are Zero-Shot 
Reasoners”, NeurIPS 2022.



Meta Prompting

CENG501

Zhang et al., “Meta Prompting for AI Systems”, 2024.

Standard 
Prompting

Meta 
Prompting



Chain of Symbol

CENG501

Hu et al., “Chain-of-Symbol Prompting 
Elicits Planning in Large Langauge 
Models”, 2023.



Chain of Symbol

CENG501

Hu et al., “Chain-of-Symbol Prompting 
Elicits Planning in Large Langauge 
Models”, 2023.



Generated knowledge prompting

CENG501

Liu et al., “Generated Knowledge Prompting for 
Commonsense Reasoning”, 2022.



Generated knowledge prompting

CENG501

Liu et al., “Generated Knowledge Prompting for 
Commonsense Reasoning”, 2022.



Self-consistency

CENG501

Wang et al., “Self-Consistency Improves Chain of 
Thought Reasoning in Language Models”, 2023.



Automatic Prompt Engineer 

CENG501

Zhou et al., “LARGE LANGUAGE MODELS ARE 
HUMAN-LEVEL PROMPT ENGINEERS”, 2023.



Tree of Thoughts Prompting

CENG501

Yao et al., “Tree of Thoughts: 
Deliberate Problem Solving with Large 
Language Models”, 2023.



Tree of Thoughts Prompting
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Tree of Thoughts Prompting
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Yao et al., “Tree of Thoughts: 
Deliberate Problem Solving with Large 
Language Models”, 2023.



Tree of Thoughts Prompting

CENG501

Yao et al., “Tree of Thoughts: 
Deliberate Problem Solving with Large 
Language Models”, 2023.



Program-Aided LMs

CENG501

Gao et al., “PAL: Program-aided 
Language Models”, 2023.



Other Types of Prompting

• Least-to-most prompting

• Complexity-based prompting

• Self-refine

• Maieutic prompting

• Using gradient descent to search for prompts: "prefix-tuning”, 
"prompt tuning" or "soft prompting”

• Prompt injection

CENG501



LLMs as Agents
a.k.a. Mechanism Engineering

CENG501

Figure: Wang et al., “A Survey on Large Language Model based Autonomous Agents”, 2024.



LLMs as Agents

CENG501

https://www.promptingguide.ai/research/llm-agents



LLMs as Agents

CENG501

Wang et al., “A Survey on Large Language Model based 
Autonomous Agents”, 2024.



LLMs as Agents

• Prompting/Planning without feedback

CENG501

Wang et al., “A Survey on Large Language Model based 
Autonomous Agents”, 2024.



LLMs as Agents
• Prompting/Planning with feedback

CENG501

Yao et al., “ReAct: Synergizing Reasoning and 
Acting in Language Models”, 2023.



LLMs as Agents
• Prompting/Planning with feedback

CENG501

Shinn et al., “Reflexion: Language Agents with 
Verbal Reinforcement Learning”, 2023.



LLMs as Agents: LLMs and Tools

• MRKL, Toolformer, Function Calling, HuggingGPT, …

CENG501



LLMs as Agents
• Autogen, LangChain, AutoGPT, Langroid, OpenAgents, ….

CENG501

Autogen:



CENG501

https://www.promptingguide.ai/research/llm-agents



LLMs as Agents: 
Example: Anthropic

CENG501

https://www.youtube.com/watch?v=vH2f7cjXjKI



CENG501

https://www.deeplearning.ai/the-batch/how-agents-can-improve-llm-performance/



LLMs as Agents: Challenges

• Role-playing capability: LLM-based agents typically need to adapt a role to effectively complete tasks in a domain. For roles that the LLM 
doesn't characterize well, it's possible to fine-tune the LLM on data that represent uncommon roles or psychology characters.

• Long-term planning and finite context length: planning over a lengthy history remains a challenge that could lead to errors that the 
agent may not recover from. LLMs are also limited in context length they can support which could lead to constraints that limit the 
capabilities of the agent such as leveraging short-term memory.

• Generalized human alignment: it's also challenging to align agents with diverse human values which is also common with standard LLMs. 
A potential solution involves the potential to realign the LLM by designing advanced prompting strategies.

• Prompt robustness and reliability: an LLM agent can involve several prompts designed to power the different modules like memory and 
planning. It's common to encounter reliability issues in LLMs with even the slightest changes to prompts. LLM agents involve an entire 
prompt framework which makes it more prone to robustness issues. The potential solutions include crafting prompt elements through 
trial and error, automatically optimizing/tuning prompts, or automatically generating prompts using GPT. Another common issue with 
LLMs is hallucination which is also prevalent with LLM agents. These agents rely on natural language to interface with external 
components that could be introducing conflicting information leading to hallucination and factuality issues.

• Knowledge boundary: similar to knowledge mismatch issues that could lead to hallucination or factuality issues, it's challenging to 
control the knowledge scope of LLMs which can significantly impact the effectiveness of simulations. Concretely, an LLM's internal 
knowledge could introduce biases or utilize user-unknown knowledge that could affect the agent's behavior when operating in specific 
environments.

• Efficiency: LLM agents involve a significant amount of requests that are handled by the LLM which could affect the efficiency of agent 
actions because it would depend heavily on the LLM inference speed. Cost is also a concern when deploying multiple agents.

CENG501

From https://www.promptingguide.ai/research/llm-agents:



Retrieval Augmented Generation

CENG501

https://www.promptingguide.ai/research/llm-agents



RAG

CENG501

Lewis et al., “Retrieval-Augmented Generation for
Knowledge-Intensive NLP Tasks”, 2021.



RAG
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Lewis et al., “Retrieval-Augmented Generation for
Knowledge-Intensive NLP Tasks”, 2021.



RAG

CENG501

Lewis et al., “Retrieval-Augmented Generation for
Knowledge-Intensive NLP Tasks”, 2021.



CENG501

Gao et al., “Retrieval-Augmented Generation for 
Large Language Models: A Survey”, 2024.
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Gao et al., “Retrieval-Augmented 
Generation for Large Language 
Models: A Survey”, 2024.
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Gao et al., “Retrieval-Augmented Generation for Large 
Language Models: A Survey”, 2024.



CENG501
Gao et al., “Retrieval-Augmented Generation for Large 
Language Models: A Survey”, 2024.



Finetuning LLMs
Transfer Learning

CENG501



Finetuning an LLM

CENG501https://www.superannotate.com/blog/llm-fine-tuning



Finetuning an LLM

Can be helpful in

• specialized applications

• smaller LLMs

CENG501



Finetuning an LLM

• Instruction Finetuning

CENG501
https://www.superannotate.com/blog/llm-fine-tuning



Finetuning an LLM

• Parameter-efficient Finetuning (vs. Full Finetuning)
• Update a subset of parameters

• LoRA, LoRA+ 

• LASER (not finetuning actually)

CENG501



LoRA

CENG501Fig: https://magazine.sebastianraschka.com/p/practical-tips-for-finetuning-llms

Hu et al., “LORA: LOW-RANK ADAPTATION OF LARGE 
LANGUAGE MODELS”, 2021.

Target: Attention blocks



LoRA

CENG501
Fig: https://medium.com/@kailash.thiyagarajan/fine-tuning-large-language-models-
with-lora-demystifying-efficient-adaptation-25fa0a389075

Hu et al., “LORA: LOW-RANK ADAPTATION OF LARGE 
LANGUAGE MODELS”, 2021.



LoRA

CENG501
Fig: https://medium.com/@kailash.thiyagarajan/fine-tuning-large-language-models-
with-lora-demystifying-efficient-adaptation-25fa0a389075

Hu et al., “LORA: LOW-RANK ADAPTATION OF LARGE 
LANGUAGE MODELS”, 2021.



LoRA

CENG501

Hu et al., “LORA: LOW-RANK ADAPTATION OF LARGE 
LANGUAGE MODELS”, 2021.
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LoRA+

CENG501

Hayou et al., “LoRA+: Efficient Low Rank Adaptation 
of Large Models”, 2024.



LASER

CENG501

Sharma et al., “The Truth is in There: Improving 
Reasoning in Language Models with Layer-Selective 
Rank Reduction”, 2023.



Parameter Efficient Fine Tuning (PEFT)

CENG501

Xu et al., “Parameter-Efficient Fine-Tuning 
Methods for Pretrained Language Models: A 
Critical Review and Assessment”, 2023.



Finetuning an LLM: Challenges
1. Overfitting: Fine-tuning can be prone to overfitting, a condition where the model becomes overly specialized on the training data and 

performs poorly on unseen data. This risk is particularly pronounced when the task-specific dataset is small or not representative of the 
broader context.

2. Catastrophic Forgetting: During fine-tuning for a specific task, the model may forget previously acquired general knowledge. This 
phenomenon, known as catastrophic forgetting, can impair the model's adaptability to diverse tasks.

3. Bias Amplification: Pre-trained models inherit biases from their training data, which fine-tuning can inadvertently amplify when applied to 
task-specific data. This amplification may lead to biased predictions and outputs, potentially causing ethical concerns.

4. Generalization Challenges: Ensuring that a fine tuned model generalizes effectively across various inputs and scenarios is challenging. A 
model that excels in fine-tuning datasets may struggle when presented with out-of-distribution data.

5. Data Requirements: Fine-tuning necessitates task-specific labelled data, which may not always be available or clean. Inadequate or noisy 
data can negatively impact the model's performance and reliability.

6. Hyperparameter Tuning Complexity: Selecting appropriate hyperparameters for fine-tuning can be intricate and time-consuming. Poor 
choices may result in slow convergence, overfitting, or suboptimal performance.

7. Domain Shift Sensitivity: Fine-tuning data significantly different from the pre-training data can lead to domain shift issues. Addressing this 
problem often requires domain adaptation techniques to bridge the gap effectively.

8. Ethical Considerations: Fine tuned large language models may inadvertently generate harmful or inappropriate content, even when 
designed for benign tasks. Ensuring ethical behaviour and safety is an ongoing challenge, necessitating responsible AI practices.

9. Resource Intensiveness: Fine-tuning large models demands substantial computational resources and time, posing challenges for smaller 
teams or organizations with limited infrastructure and expertise.

10.Unintended Outputs: Fine-tuning cannot guarantee that the model consistently produces correct or sensible outputs. It may generate 
plausible but factually incorrect responses, requiring vigilant post-processing and validation.

11.Model Drift: Over time, a fine tuned model's performance can deteriorate due to changes in data distribution or the evolving environment. 
Regular monitoring and re-fine-tuning may become necessary to maintain optimal performance and adapt to evolving conditions.

CENG501From: https://www.lakera.ai/blog/llm-fine-tuning-guide



Finetuning vs. RAG

Factors to consider

• Nature of the task: Specialized tasks might benefit from finetuning. 
RAG is better for problems requiring external / up-to-date knowledge.

• Data availability: Finetuning requires a lot of data. RAG can utilize 
existing data.

• Resource: Finetuning can be expensive. RAG is easy to integrate.

CENG501Adapted from: https://www.datacamp.com/tutorial/fine-tuning-large-language-models



Learning from Model

CENG501


	Slide 1: CENG501 – Deep Learning
	Slide 2: Pre-training in NLP
	Slide 3: GPT-1
	Slide 4: GPT-1
	Slide 5: GPT-1 Results
	Slide 6: BERT
	Slide 7: BERT
	Slide 8
	Slide 9: GPT-2
	Slide 10: GPT-2
	Slide 11: GPT-2
	Slide 12: GPT-3
	Slide 13: GPT-3
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18: Other LLMs
	Slide 19: Other LLMs
	Slide 20: Limits of LLMs
	Slide 21: Limits of LLMs
	Slide 22: Risks of LLMs
	Slide 23
	Slide 24: Today
	Slide 25: Administrative Notes
	Slide 26: In-Context Learning (Prompt Engineering)
	Slide 27: In-context Learning  (Prompt Engineering)
	Slide 28: In-context Learning
	Slide 29: In-context Learning: How/Why Does it Work?
	Slide 30: In-context Learning: How/Why Does it Work?
	Slide 31: In-context Learning: How/Why Does it Work?
	Slide 32: In-context learning:  Task vectors
	Slide 33: In-context Learning:  Important Factors
	Slide 34: In-context Learning:  Important Factors
	Slide 36: In-context Learning:  Important Factors
	Slide 37: In-context Learning:  Important Factors
	Slide 38: In-context Learning: Important Factors
	Slide 39: In-context Learning: Limitations
	Slide 41: Chain of Thought
	Slide 42: Zero-shot Chain of Thought
	Slide 43: Meta Prompting
	Slide 44: Chain of Symbol
	Slide 45: Chain of Symbol
	Slide 46: Generated knowledge prompting
	Slide 47: Generated knowledge prompting
	Slide 48: Self-consistency
	Slide 49: Automatic Prompt Engineer 
	Slide 50: Tree of Thoughts Prompting
	Slide 51: Tree of Thoughts Prompting
	Slide 52: Tree of Thoughts Prompting
	Slide 54: Tree of Thoughts Prompting
	Slide 55: Program-Aided LMs
	Slide 56: Other Types of Prompting
	Slide 57: LLMs as Agents
	Slide 58: LLMs as Agents
	Slide 59: LLMs as Agents
	Slide 60: LLMs as Agents
	Slide 61: LLMs as Agents
	Slide 62: LLMs as Agents
	Slide 63: LLMs as Agents: LLMs and Tools
	Slide 64: LLMs as Agents
	Slide 65
	Slide 66: LLMs as Agents:  Example: Anthropic
	Slide 67
	Slide 68: LLMs as Agents: Challenges
	Slide 69: Retrieval Augmented Generation
	Slide 70: RAG
	Slide 71: RAG
	Slide 72: RAG
	Slide 73
	Slide 74
	Slide 75
	Slide 76
	Slide 77: Finetuning LLMs
	Slide 78: Finetuning an LLM
	Slide 79: Finetuning an LLM
	Slide 80: Finetuning an LLM
	Slide 81: Finetuning an LLM
	Slide 82: LoRA
	Slide 83: LoRA
	Slide 84: LoRA
	Slide 85: LoRA
	Slide 86
	Slide 87: LoRA+
	Slide 88: LASER
	Slide 89: Parameter Efficient Fine Tuning (PEFT)
	Slide 90: Finetuning an LLM: Challenges
	Slide 91: Finetuning vs. RAG
	Slide 92: Learning from Model

